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RESEARCH STATEMENT

Wei Lu

Introduction

My long-term research goal is to provide a systematic and unified understanding of various natural language process-
ing (NLP) problems, uncovering the underlying connections between different tasks and models proposed for tackling
them. I believe that pursuing a unified approach is not only academically fulfilling due to its elegance but also offers
practical convenience in identifying suitable solutions to various NLP challenges. To achieve this, I have focused
my research on developing principled mathematical and algorithmic solutions to fundamental NLP problems, with a
specific emphasis on natural language semantics.

Specifically, my contributions have been concentrated in the following major areas:

1. Word-level semantics: We proposed several principled mathematical approaches for learning word and
graph representations, leveraging network-level, node/word-level, and cross-domain information.

2. Entity-level semantics: We developed efficient models and algorithms based on novel hypergraph designs
capable of recognizing complex entities, such as nested entities.

3. Sentence-level semantics: We created robust algorithms for semantic parsing that work across different
languages and proposed models for language generation from semantic representations in the form of trees,
forests, and graphs.

4. Document-level semantics: We addressed fundamental and practical issues related to using neural archi-
tectures for modeling semantics within text at the document level.

5. Feature-level semantics: We established new understandings on how neural networks capture semantically
meaningful features through mathematical analyses.

To advance our goal of providing a unified framework for natural language processing, and recognizing that
modern language models offer a potential unified solution to NLP problems, we have also pioneered efforts in
developing and researching small language models. This is a step towards better understanding how modern
language models capture natural language semantics.

Background

Many of the problems within the field of NLP, such as chunking, tagging, word segmentation, named entity recog-
nition, relation extraction, constituency parsing, dependency parsing, semantic parsing, and fine-grained sentiment
analysis, are essentially structured prediction problems. These problems involve predicting a structured output from
a given input. Recognizing this commonality motivated me to pursue a unified approach to solving a variety of NLP
challenges.

Over years of research focused on designing models for different structured prediction problems, I concluded that
it was indeed possible to create a unified approach for addressing a wide range of these tasks. Specifically, in 2014,
I discovered connections between different structured prediction models and developed a unified framework based
on a specific type of directed hypergraphs. This novel framework integrates various existing structured prediction
models, including classic ones such as linear-chain conditional random fields, structural support vector machines,
and their latent variable, semi-Markov, and neural variants. It also encompasses tree-structured prediction models,
such as parsing conditional random fields for syntactic tree structures and the latent variable variant we proposed
called hybrid trees [Lu et all [2008| [Lul [2014] for semantic parsing. Our research group has built various models for
different applications based on this framework over the years [Lul 2014, [Lu and Rothl 2015 Muis and Lul [2016blal
Li and Lul 2017} Jie et al., [2017} |Susanto and Lul [2017b} [Zou and Lu} 2018, 2019} |Li and Lu, 2019, |Xu et al., [2020].

In 2017, we introduced our hypergraph-based framework for structured prediction to the community through a
tutorial at EMNLP |Lu, 2017]. This framework forms the foundation for much of our work, which can be categorized
into five major sub-themes under the overarching theme of natural language semantics: semantics at the word, entity,
sentence, document, and feature levels.

With the recent development of language models as a promising unified tool for solving NLP problems, we have
shifted our research priorities in this emerging direction. Over the past 1-2 years, we have embarked on a journey
to develop our own language models from scratch |Zhang et al.| [2024], as our first step towards systematically under-
standing their behaviors and fundamental properties. This endeavor aims to further our pursuit of a comprehensive
understanding of NLP problems and the models that solve them, continuing our goal of building a unified approach
centered on natural language semantics.
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Research Contributions

Word-level Semantics

We proposed several models for learning representations of words and graphs (where the nodes of the graph can be
words). One such model is the GraRep model [Cao et al., 2015], a principled general approach for learning graph
representations. It learns a vector representation for each vertex in a weighted undirected graph. Compared to
existing approaches, our model captures richer global structural information associated with the graph. Addition-
ally, we mathematically demonstrated the connections between our approach and several previous classic approaches
for learning graph and word representations. We also proposed another model based on neural networks for learn-
ing graph representations [Cao et all 2016]. While these models focus on learning representations based on graph
information, we subsequently explored the problem of exploiting sub-word level information for learning word repre-
sentations. We designed a model that uses convolutional neural networks to exploit sub-word level information for
learning word representations for English |[Cao and Lul [2017], and another model that exploits sub-word (stroke)
level information for learning Chinese word representations |[Cao et all)|2018|. Furthermore, we proposed models for
learning word representations in a cross-domain setup [Yang et al.; 2017], based on our regularization-based domain
adaptation framework [Lu et al. 2016].

Based on Google Scholar, our GraRep paper [Cao et al [2015] has been recognized as the Most Cited CIKM
Paper among all papers published in CIKM over two consecutive five-year spans (2014-2019 and 2015—2020)E|

Entity-level Semantics

We proposed a novel hypergraph representation for named entity or mention recognition [Lu and Roth) 2015]. This
model was built based on our hypergraph-based structured prediction framework. To the best of our knowledge,
it was the first hypergraph-based approach for this important information extraction task. One advantage of our
approach is its ability to capture overlapping entity mentions. While previous research efforts on handling nested
named entities exist, we have demonstrated that our approach is effective and offers lower inference time complexity
— it is linear in the number of words and linear in the number of semantic types (such as ORG, LOC, etc.). We further
proposed several novel models, including a model that can recognize discontinuous and overlapping entities [Muis
and Lu, 2016al, (Wang and Lul 2019], a model based on a multigraph representation that labels gaps between words
for extracting overlapping entities [Muis and Lu} |2017], a neural transition-based approach for efficiently recognizing
nested entities, and another neural approach based on a novel segmental hypergraph representation for recognizing
overlapping mentions [Wang and Lul [2018]. Leading NLP labs from Cornell and CMU also investigated this task
and made extensive comparisons with our models [Katiyar and Cardie} |2018] [Shibuya and Hovyl, [2020]. Specifically,
the Cornell NLP group used a hypergraph representation similar to ours with “exactly the same” expressiveness.

We have also conducted other work related to entity recognition. Specifically, we introduced a neural approach
to cross-domain named entity recognition, where we used neural adaptation layers to adapt an existing named
entity model trained on one domain for a new domain |[Lin and Lul 2018]. Additionally, we investigated how to
effectively utilize dependency information for improved named entity recognition. For example, within a semi-
Markov conditional random fields framework, we performed provably efficient named entity recognition |Jie et al.,
2017), and explored ways to incorporate dependency information into the recognition process involving an LSTM
[Jie and Lul [2019]. We also proposed new models for better handling of incomplete annotations for named entity
recognition [Jie et al.,[2019], and examined other fundamental problems such as relation extraction [Guo et al., [2019a),
Nan et al., [2020] and joint entity and relation extraction [Wang and Lu, 2020]. Recently, we successfully established
a connection between the task of math word problem solving and complex relation extraction |Jie et al.|[2022].

Together with Alibaba and other collaborators, we participated in an international competition on “Complex
Named Entity Recognition” and achieved the best performance on 10 out of 13 tasks. The resulting paper [Wang
et al.l [2022] also received the Best System Paper Award at SemEval 2022El

Sentence-level Semantics

Semantic parsing is the task of parsing a natural language sentence into its semantic representation. In 2008, we
introduced the hybrid tree semantic parser to the community |[Lu et al. 2008]. The parser assumes there exists a latent
joint representation of words and semantics for a given sentence-semantics pair, allowing for efficient inference based
on such a representation. The original parser was a generative model, but we made several extensions to enhance its
effectiveness. Specifically, we first introduced the discriminative version of the hybrid tree parser [Lul 2014]. Next,
in 2017, we incorporated a neural component into the hybrid tree model, resulting in the neural hybrid tree semantic
parser [Susanto and Lul [2017b]. In 2018, we proposed an alternative assumption on the latent representation for

!See these links: https://scholar. google.com/citations?hl=en&vq=eng databasesinformationsystems&view_op
=list_hcore&venue=V-IMg20TpU8J.2019 (2014-2019), and https://scholar.google.com/citations?hl=en&vq=eng databases
informationsystems&view_op=list_hcore&venue=V-IMg20TpU8J.2020 (2015-2020).

“See this link: https://semeval.github.io/SemEval2022/awards
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connecting words and semantics and developed a novel dependency-based hybrid tree model |Jie and Lu, 2018]. This
model has proven to be more robust and particularly effective when dealing with languages such as Indonesian, and
it currently achieves state-of-the-art results on benchmark datasets across several languages.

We also looked into the problem of parsing sentences into abstract meaning representations (AMR) using a
transition-based model [Guo and Lu, [2018]. Though it employs a transition-based approach to structured prediction,
the parser learns to construct a derivation process that maps natural language words to basic semantic units. This
process, which is inspired by the approach adopted by our hybrid tree semantic parsers, also yields a joint represen-
tation that contains both the words and semantics. Besides monolingual semantic parsing, we also looked into the
task of multilingual semantic parsing under various different setups [Susanto and Lul [2017al |Zou and Lul |2018].

We also worked on the natural language generation task, which can be regarded as the inverse of the semantic
parsing task. We first proposed a natural language generation model by inverting our hybrid tree semantic parser |[Lu
et al., 2009]. We then extended the hybrid tree model to support forest-structured semantic representations. This
extension allowed us to build a model capable of generating natural language sentences from typed lambda calculus
expressions [Lu and Ng| 2011].

Additionally, we examined the problem of generating natural language sentences from graph-structured semantic
representations (such as AMR and dependency structures) and proposed novel language generation models based
on densely connected graph convolutional networks [Guo et al. 2019b]. This approach modifies the conventional
graph convolutional neural network architecture used in the literature by introducing novel dense connections, which
were shown to be effective in alleviating the issue of training graph convolutional neural networks with many layers.
The model yielded significant improvements over previous models on the language generation task while requiring
significantly fewer model parameters.

In 2011, the best paper committee of EMNLP, comprising leading researchers, unanimously selected our EMNLP
2011 paper |Lu and Ng| [2011] for the only Best Paper Award at that conference. This was also the first time that
a best paper award at a top NLP conference (ACL, EMNLP, NAACL) was given to a paper from Asiaﬂ

Document-level Semantics

While semantic parsing focuses on understanding the semantics of individual sentences, comprehending document-
level semantics presents additional challenges. The encoder-decoder architecture has proven effective for handling
document-level tasks such as translation and summarization, which involve capturing and modeling document-level
semantics. However, these models have known limitations, one of which is exposure bias. This bias arises from
the mismatch between different assumptions made during training and testing, and it is particularly significant in
document-level translation involving long input and output sequences.

To address this issue, we first identified the limitations of the prior effort known as scheduled sampling and then
proposed a new training approach that dynamically adapts the loss during the training process to better simulate
test-time scenarios |Li and Lu, [2021]. Our analyses demonstrate that while scheduled sampling can simulate test-
time inputs, our proposed approach goes a step further to better simulate test-time behavior, thereby alleviating the
exposure bias issue more effectively. This work was selected for a Long Oral Presentation at ICML 2021, placing
it in the top 3.0% of submissions.

Besides tackling the fundamental challenges with encoder-decoder models, we also examined the practical aspects
of creating effective mechanisms for transforming large amounts of text into their semantic representations using such
an architecture. Specifically, we explored the problem of grounding document meanings in visible semantic forms.

Leveraging our unique position as a design university, we focused on human-recognizable visual designs as our
target semantic forms, making the end product particularly valuable for designers who transform descriptions into
visual representations. However, input descriptions can be arbitrarily long and complex, with text interactions across
sentence boundaries. Additional constraints, such as ensuring the final visual representation respects certain prior
conditions (e.g., boundary information in floor plans), also exist. To tackle this, we proposed a novel way of utilizing a
pre-trained encoder-decoder model, formulating visual designs using formal languages and achieving superior results
compared to existing approaches from the vision community. Our work on generating floor plans from natural
language descriptions [Leng et al., |2023] has shown a promising direction towards building robust document-level
language understanding systems. Besides introducing a new task to our field, this work also contributed a novel
dataset, enriching research opportunities in document-level semantics.

Together with our collaborators, including a design researcher, our work on design generation from document-
level text instructions [Leng et al., [2023| received the Area Chair’s Award at ACL 2023 within the “Resources &
Evaluation” area. Additionally, it received other Best Paper/Outstanding Paper nominationsﬁ

3See this link: https://aclweb.org/aclwiki/Best_paper_awards
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Feature-level Semantics

We have conducted a series of studies focused on model explainability, particularly concerning neural network and
deep learning models for NLP. Our goal is to understand the internal mechanisms of neural models at a low level
(e.g., feature level) and offer semantically meaningful interpretations. In our first study, we specifically examined how
the attention mechanism works in text classification [Sun and Lu| [2020]. Unlike some existing efforts, we analyzed
the behavior of the attention mechanism mathematically. We found that to understand the significance of each
word token as captured by the attention mechanism, we should examine the global attention score rather than the
commonly examined local attention weight. We demonstrated why attention may become less “interpretable” in
certain scenarios and investigated why the model may still perform well despite this. Specifically, we showed how
the attention score and another quantity, the polarity score, jointly impact overall classification performance.

Next, we sought ways to interpret recurrent neural networks (RNNs) [Sun and Lu| [2022]. Through mathematical
analyses, we discovered salient components within RNN cells that can capture information interpretable as classic
n-gram information. We empirically verified the significance of such information through sequence modeling tasks.
This reveals the connection between non-Markovian sequential models, such as RNNs, and Markovian models, such
as n-gram models, suggesting that the former might be able to capture semantically interpretable features that are
well understood and well captured by the latter, more classical models.

Building on these efforts, we took a step further to investigate how different types of neural networks (e.g.,
convolutional networks, attention-based networks, and recurrent networks) capture semantically meaningful features
through mathematical analyses, using neural tangent kernels as a tool |Sun et al|[2023]. This work reveals how
feature-level semantics are captured by different neural models, which we believe is a useful step towards not only
understanding these models but also designing new ones. Additionally, this work provides explanations for why
certain design choices, such as specific activation functions, are better suited for modern large language models.

Our most recent work on understanding how neural networks capture semantic features [Sun et al.| [2023] was
recognized with an Outstanding Paper Award at EMNLP 2023E|

Small Language Models

As our goal has been to provide a unified understanding for NLP problems, we recognize that a unified approach
can be achieved with modern language models. This has led us to shift our research priorities recently, motivating
us to embark on the journey of building our own language models first, so as to better investigate them next.

We have made some pioneering contributions. Specifically, we introduced TinyLlama |Zhang et al.|[2024], a small
language model with 1.1 billion parameters that is pre-trained from scratch with around 3 trillion tokens. TinyLlama
is the world’s first known effort originating from a university research lab aimed at pre-training an effective small-
scaled language model from scratch. We embarked on this as a live, open research project, which has excited the
entire community and attracted significant worldwide attention. Empirically, TinyLlama outperforms OPT-1.3B
[Zhang et al., 2022 and Pythia-1.4B [Biderman et al., [2023] on various commonsense reasoning and problem-solving
benchmarks in a zero/few-shot setting.

Although our original goal in developing TinyLlama was to advance our group’s research agenda, we believe
its practical impact extends well beyond that. Scientifically, TinyLlama aims to provide in-depth knowledge about
language models in an easily accessible way, offering a way for us and the community to democratize language model
research. From a social perspective, we believe that a free, compact, eco-friendly, yet capable model like TinyLlama
has the potential to make Al assistance more accessible to society. Its compact size makes it suitable for deployment
on small devices, further broadening its accessibility and utility while prioritizing privacy and sustainability. By open-
sourcing TinyLlama, we hope to promote transparency and enable further research into making language models
more reliable, unbiased, and ethically aligned before wide-scale deployment.

Immediately after its release, TinyLlama [Zhang et al.,|2024] achieved the Global Top Spoﬂ on the trending list
of models on Hugging Face (top 1 out of over 450,000 models) for about a week. To date, it has been downloaded over
1 million times, received over 7,000 GitHub stars, and inspired the creation of over 2,000 variants by the community.

Conclusion

In summary, my past 18 years of research have been dedicated to advancing the field of NLP by providing uni-
fied understandings of tasks and models through focused work on various aspects of natural language semantics.
Throughout this ongoing journey, we have achieved significant milestones. As we embrace the rise of new paradigms,
particularly language models, we strive to make pioneering advancements with a specific focus on small language
models. Our original goal of establishing a unified understanding of NLP through natural language semantics remains
central to our efforts. We eagerly anticipate further contributions to our field, making a significant impact during
this exciting new era of language models.

®See this link: https://2023.emnlp.org/program/best_papers/
5See this link: https://web.archive.org/web/20240105200138/https: //huggingface.co/models
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